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SUMMARY

We consider models for time-to-event data that allow that an event, e.g., a relapse of a disease, never occurs for a certain percentage \( p \) of the population, called the cure rate. We suppose that these data are subject to random right censoring and we model the data using a mixture cure model, in which the survival function of the uncured subjects is left unspecified. The aim is to test whether the cure rate \( p \), as a function of the covariates, satisfies a certain parametric model. To do so, we propose a test statistic that is inspired by a goodness-of-fit test for a regression function by Härdle and Mammen. We show that the statistic is asymptotically normally distributed under the null hypothesis that the model is correctly specified and under local alternatives. A bootstrap procedure is proposed to implement the test. The good performance of the approach is confirmed with simulations. For illustration we apply the test to data on the times between first and second birth.
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1. INTRODUCTION

The classical approach to time-to-event data assumes that an event will occur eventually. This is appropriate in many situations but not all: the events that a person marries or becomes a parent never occur for a certain percentage of the population. The same is true of the event that an unemployed person finds a job, since some people always stay unemployed. The proportion of subjects for which the event does not happen is often called cure rate and is of particular interest in health sciences, especially if there are covariates that are likely to affect it. In this case it would be useful to have a parametric model for the cure rate as a function of the covariates that is easy to interpret. We want to find out whether such a model fits the data well.

Let \( T \) denote the time until an event of interest occurs. The random variable \( T \) is typically called the survival time or failure time. Write \( S(t \mid x) = \text{pr}(T > t \mid X = x) \ (t \geq 0) \) for the conditional survival function given that the covariate \( X \) equals \( x \). We set \( T = \infty \) if a subject is cured. Then \( S_0(t \mid x) = \text{pr}(T > t \mid T < \infty, X = x) \) is the conditional survival function given the covariate \( x \) and given that the subject is not cured.
The presence of censoring is typical for survival data, e.g., when patients leave a study before an event occurs. This makes estimation of the cure rate difficult because it is not clear whether they were cured or not when they left. In this paper we consider cure models for survival time data with right censoring. Two types of cure models are typically considered in the literature, the mixture cure model,

\[ S(t \mid x) = \Pr(T > t \mid X = x) = p(x) + (1 - p(x))S_0(t \mid x), \quad t \geq 0, \]

where \( p(\cdot) \) denotes the cure rate, and the promotion time cure model,

\[ S(t \mid x) = \exp\{-\theta(x)F_0(t)\}, \quad t \geq 0, \]

where \( F_0 \) is a baseline distribution function, and usually \( \theta(x) = \exp(\beta_0 + \beta_1 x) \). Parametric estimation in the latter model is, for example, discussed in Yakovlev et al. (1994); for semiparametric methods see, e.g., Tsodikov (1998, 2003).

A number of articles study the estimation of the mixture cure model (1). Most assume a logistic model for the cure rate \( p(x) \), while various model assumptions have been made on the survival function \( S_0(t \mid x) \). Parametric estimators are, for example, given in Boag (1949) and Farewell (1982). A semiparametric approach based on a proportional hazards model is provided by Kuk and Chen (1992), Sy and Taylor (2000), and Lu (2008), just to name a few, whereas nonparametric estimation of \( S_0(t \mid x) \) is studied in a 2018 preprint on cure models in survival analysis by Patilea and Van Keilegom. The literature on cure models that do not assume a logistic model for \( p(x) \) is much more sparse. Maller and Zhou (1992) propose a nonparametric estimator of the cure rate in a model that does not involve covariates; Laska and Meisner (1992) discuss nonparametric inference with discrete covariates, and Xu and Peng (2014) propose a conditional Kaplan–Meier estimator which involves one continuous covariate, and which we will use here to construct goodness-of-fit tests of the form of the cure rate.

Most papers in the literature assume either that a cure rate does not exist, or that it does exist and follows a logistic model. However, neither assumption may be correct. First, the existence of a cure rate has been disputed in the literature on cure models. Second, there is no reason to believe that the cure rate is always monotone in \( x \), let alone that it is logistic. Hence we consider tests for the parametric form of the cure rate function. Tests for the logistic model and for the existence of a cure rate will be special cases. Tests for the existence of a cure rate have been proposed by Maller and Zhou (1994) and by Li et al. (2007), but neither incorporates covariates. To the best of our knowledge, the literature does not contain any test when covariates are present. Hence, our test is the first to allow the cure rate to depend on a covariate. The study of our test is also a first hurdle to be taken before the case of multi-dimensional covariates can be considered. The latter case requires a semi- or nonparametric estimator of \( p(x) \) when \( X \) is multi-dimensional, however, which is yet to be developed in the literature.

Our test statistic is an adaptation of the statistic proposed by Hädle and Mammen (1993), who test for the parametric form of a regression function. We describe it in the next section, which also contains our asymptotic result, Theorem 1, which states the limiting normality of the test statistic. For the implementation of the test we recommend a bootstrap procedure.

2. Model and theoretical results

Let \( T \) be a survival time and \( C \) a censoring time. The observations are independent copies \((Y_i, \delta_i, X_i) (i = 1, \ldots, n)\) of

\[ Y = \min(T, C), \quad \delta = 1(T \leq C), \quad X, \]
where \( X \) is a covariate. We consider the mixture cure model (1), i.e.
\[
S(t \mid x) = p(x) + \{1 - p(x)\}S_0(t \mid x), \quad t \geq 0.
\]
The usual model for the cure rate \( p \) is the logistic model, i.e. \( p(x) = p_0(x) = 1/(1 + \exp(\theta_0 + \theta_1 x)) \), with parameter vector \( \theta = (\theta_0, \theta_1) \). We want to test whether the logistic model, or any other parametric model, is appropriate. The hypotheses are \( H_0 : p = p_0 \) for some \( \theta \in \Theta \), and \( H_1 : p \neq p_0 \) for all \( \theta \in \Theta \), where \( \Theta \) is a finite-dimensional parameter space and the function \( p_0 \) is known up to a parameter vector \( \theta \in \Theta \). The test statistic we propose is a weighted \( L_2 \) distance between a nonparametric estimator of \( p(x) \) and a parametric estimator obtained under \( H_0 \). This is in the same spirit as the test statistic proposed by Härdle and Mammen (1993) in the context of tests for the parametric form of a regression function. More precisely, we define
\[
\mathcal{T}_n = nh^{1/2} \int \{ \hat{p}(x) - p_0(x) \}^2 \pi(x) \, dx, \quad (2)
\]
where \( \hat{p} \) is a nonparametric estimator with bandwidth \( h \), \( \hat{\theta} \) estimates \( \theta \), and \( \pi(\cdot) \) is a given density function. For practical purposes we recommend an empirical version \( \tilde{\mathcal{T}}_n \) of the special case of \( \mathcal{T}_n \), where \( \pi(\cdot) \) equals the covariate density \( f(\cdot) \) (Cao and González-Manteiga, 2008),
\[
\tilde{\mathcal{T}}_n = nh^{1/2} \frac{1}{n} \sum_{i=1}^{n} \{ \hat{p}(X_i) - \hat{p}_0(X_i) \}^2. \quad (3)
\]

This statistic naturally puts more weight on covariates that are more likely.

Both \( \mathcal{T}_n \) and \( \tilde{\mathcal{T}}_n \) require a nonparametric estimator \( \hat{p} \) and a parametric estimator \( \hat{p}_0 \) of the cure rate. The estimator \( \hat{p}_0 \) is obtained by plugging in an estimator \( \hat{\theta} \) of \( \theta \). Estimation of \( \theta \) is addressed in Remark 1 below. Our nonparametric estimator \( \hat{p} \) is the estimator introduced in Xu and Peng (2014), which equals the conditional Kaplan–Meier estimator \( \hat{S} \), evaluated at the largest uncensored survival time. The estimator \( \hat{S} \) was introduced in 1981 by Beran in a Technical Report of the University of California at Berkeley entitled Nonparametric Regression with Randomly Censored Survival Data. More precisely, we use
\[
\hat{\pi}(x) = \hat{S}^{(1)}(Y_{(n)} \mid x), \quad Y_{(n)}^1 = \max_{i: \delta_i = 1} Y_i \quad (4)
\]
and
\[
\hat{S}(t \mid x) = 1(t \leq Y_{(n)}) \prod_{j=1}^{n} \left\{ \frac{1 - \sum_{i=1}^{n} 1(Y_i \leq Y_j \delta_{hi}(x))}{1 - \sum_{i=1}^{n} 1(Y_i < Y_j \delta_{hi}(x))} \right\}^{1(Y_j \leq t; \delta_j = 1)},
\]
where \( \delta_{hi}(x), \ldots, \delta_{hn}(x) \) are non-negative weights which add up to one, and \( Y_{(i)} \) is the \( i \)-th order statistic. For simplicity we use the Nadaraya–Watson weights,
\[
\delta_{hi}(x) = \frac{K_h(x - X_i)}{\sum_{j=1}^{n} K_h(x - X_j)}, \quad K_h(\cdot) = \frac{1}{h} K\left( \frac{\cdot}{h} \right),
\]
where \( h \) is a bandwidth and \( K \) a kernel function. Note that \( \hat{\pi}(x) = \hat{S}(\infty \mid x) \), since \( \hat{S}(\cdot \mid x) \) is constant for values to the right of \( Y_{(n)}^1 \).

To ensure that \( \hat{\pi}(x) \) is consistent for \( p(x) \), we assume that
\[
\tau_0(x) = \inf\{ t : S_0(t \mid x) = 0 \} < \inf\{ t : G(t \mid x) = 0 \} \text{ for every } x, \quad (5)
\]
where \( G(t \mid x) \) is the survival function of the censoring time \( C \). The assumption is slightly weaker than the corresponding condition by Xu and Peng, who consider the supremum with respect to
$x$ on the left-hand side. It implies that subjects censored after the time point $\tau_0(x)$ are known to be cured, although the cure state of censored subjects before $\tau_0(x)$ is unknown. The quantity $\tau_0(x)$ does not need to be estimated in practice. In fact, the assumption in (5) is used implicitly in the way we estimate the cure rate $p(x)$, which is done using the Beran estimator $\hat{S}(Y_{(n)}^1 | x)$; see equation (4). Xu and Peng (2014) show that this is a consistent estimator of $p(x) = S\{\tau_0(x) | x\}$.

They also prove that $(nh)^{1/2}\{S(Y_{(n)}^1 | x) - p(x)\} = o_p(1)$, so asymptotically the replacement of $p(x)$ by $S(Y_{(n)}^1 | x)$ has no effect on the variance. Whether assumption (5) is reasonable will depend on the application. However, this assumption, or a version of it, is generally accepted in the literature, and is needed to identify the model parameters. We refer to e.g., Taylor (1995) for a general discussion on the identifiability of mixture cure models.

Before we state our main result, the limiting normality of $T_n$, we provide some notation and a list of technical assumptions. In the following we will write

$$H(t \mid x) = \Pr(Y \leq t \mid X = x), \quad H_1(t \mid x) = \Pr(Y \leq t, \delta = 1 \mid X = x)$$

and

$$\zeta_i(t \mid x) = \frac{1(Y_i \leq t, \delta_i = 1)}{1 - H(Y_i \mid x)} - \int_0^t \frac{1(Y_i \geq s)}{(1 - H(s \mid x))^2} \, dH_1(s \mid x), \quad i = 1, \ldots, n. \quad (6)$$

Let $\zeta(t \mid x)$ denote the version of $\zeta_i(t \mid x)$ that involves the base observations $(Y, \delta)$ instead of $(Y_i, \delta_i)$. Further set

$$\mu_{xz}(t) = E[\zeta\{\tau_0(x) \mid x\} \zeta\{\tau_0(z) \mid z\} \mid X = t]$$

and note that $\mu_{xx}(t) = E[\zeta^2\{\tau_0(x) \mid x\} \mid X = t]$.

To prove the limit theorem we will need the following assumptions.

(A1) The random variable $X$ is quasi-uniform, i.e., $X$ has a density $f$ with support $[0, 1]$ and $f$ is bounded and bounded away from zero on $[0, 1]$. The distribution function $F$ has bounded second and third derivatives $f'$ and $f''$.

(A2) The kernel function $K$ is a symmetric probability density of order four with compact support and two bounded derivatives.

(A3) (i) There is a continuous nondecreasing and bounded function $L_1$ with $L_1(0) = 0$ and

$$|H(t_1 \mid x) - H(t_2 \mid x)| \leq |L_1(t_1) - L_1(t_2)|, \quad x \in \mathbb{R}, \quad t_1, t_2 \geq 0.$$ 

(ii) The first three derivatives of $H(t \mid x)$ and $H_1(t \mid x)$ with respect to $x$ exist and are bounded uniformly for all $x \in \mathbb{R}$ and $t \geq 0$.

(iii) There are continuous nondecreasing and bounded functions $L_2$ and $L_3$ with $L_2(0) = L_3(0) = 0$ and

$$\left|\frac{\partial H(t_1 \mid x)}{\partial x} - \frac{\partial H(t_2 \mid x)}{\partial x}\right| \leq |L_2(t_1) - L_2(t_2)|, \quad x \in \mathbb{R}, \quad t_1, t_2 \geq 0,$$

$$\left|\frac{\partial H_1(t_1 \mid x)}{\partial x} - \frac{\partial H_1(t_2 \mid x)}{\partial x}\right| \leq |L_3(t_1) - L_3(t_2)|, \quad x \in \mathbb{R}, \quad t_1, t_2 \geq 0.$$ 

(A4) The functions $H(t \mid x)$, $S_0(t \mid x)$ and $G(t \mid x)$ are continuously differentiable in $t$, for any value of $x$, and have bounded second derivatives with respect to $x$, for any given value $t$.

(A5) The function $\mu_{xz}(z)$ is continuous in $z$ for any value of $x$. 
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(A6) The cure rate $p(\cdot)$ is continuously differentiable; the vector of partial derivatives with respect to $\theta$, $\dot{p}(\cdot)$, is Lipschitz in $\theta$ uniformly in $x$, i.e., for all $\theta$, $\dot{\theta} \in \Theta$, $|\dot{p}(\theta)(x) - \dot{p}(\theta)(x)| \leq L(x)|\theta - \theta'|$ with $\sup_x L(x) < \infty$.

(A7) The estimator $\hat{\theta}$ is root-$n$ consistent, i.e., $\hat{\theta} - \theta = O_p(n^{-1/2})$.

Assumptions (A3)(i) and (A3)(iii) are satisfied by a wide class of distributions. For instance, if $H(\cdot | x)$ is an exponential distribution with mean $a_x^{-1}$, then (A3)(i) is satisfied for $L_1(t) = 1 - \exp(-mt)$ with $m = \inf_x a_x$, provided $m > 0$ and $\sup_x a_x < \infty$.

**Remark 1.** In order to handle the finite-sample bias we choose, similarly to Härdle and Mammen (1993) and Cao and González-Manteiga (2008), the estimator $\hat{\theta}$, which is used to construct the cure rate model $p_\theta$, as follows. First we create a new data set $\{X_1, \hat{p}(X_1)\}, \ldots, \{X_n, \hat{p}(X_n)\}$, where $\hat{p}$ is again Xu and Peng’s estimator given in (4). Then, based on these new data, the estimator $\hat{\theta}$ is obtained by maximising a version of a Bernoulli log-likelihood,

$$\hat{\theta} = \arg\max_{\theta} \sum_{i=1}^{n} \left[ \hat{p}(X_i) \log p_\theta(X_i) + \{1 - \hat{p}(X_i)\} \log\{1 - p_\theta(X_i)\} \right]. \quad (7)$$

The root-$n$ consistency of $\hat{\theta}$ follows from Theorems 1 and 2 in Chen et al. (2003).

Theorem 1 only requires that there is some root-$n$ consistent estimator for the parameter $\theta$ in the cure rate model $p_\theta$ (assumption A7). For the construction of an alternative root-$n$-consistent estimator that is not based on the new data $\{X_i, \hat{p}(X_i)\}$, we refer to the 2018 preprint by Patilea and Van Keilegom, who propose a profile likelihood estimator of $\theta$, and show the root-$n$ consistency and asymptotic normality of their estimator. In particular they provide a complete list of assumptions and a detailed proof.

We now state our main result, the limiting normality of the test statistic $T_n = nh^{1/2} \int \{\hat{p}(x) - p_\theta(x)\}^2 \pi(x) \, dx$; see equation (2). The proof is given in the Appendix. Recommendations on bandwidth selection are provided in Remark 3.

**Theorem 1.** Suppose assumptions (A1)-(A7) and (5) hold true and that the bandwidth $h = h_n$ satisfies $nh^3(\log n)^{-5} \to \infty$ and $nh^5/(\log n) = O(1)$ as $n \to \infty$. Then, under the null hypothesis, the statistic $T_n$ from equation (2) is asymptotically normally distributed, $T_n - b_n \to N(0, V)$ in distribution as $n \to \infty$. The asymptotic bias is $b_n = h^{-1/2}R(K) \int_0^1 p^2(x) x \mu_{xx}(x) / f(x) \, dx = O(h^{-1/2})$, with $R(g) = \int g^2(t) \, dt$. The asymptotic variance is

$$V = 2K^{(4)}(0) \int \left\{ \frac{p^2(x) x \mu_{xx}(x)}{f(x)} \right\}^2 \, dx,$$

where $K^{(4)}$ denotes the fourth convolution product of $K$.

Under local alternatives of the form $p(x) = p_\theta(x) + n^{-1/2}h^{-1/4}\Delta_n(x)$, with $\Delta_n(x)$ bounded uniformly in $x$ and $n$, $T_n$ is asymptotically normally distributed,

$$T_n - b_n \to N(0, V)$$

in distribution as $n \to \infty$. This reduces to the first statement under the null hypothesis, i.e., when $p(x) = p_\theta(x)$ and $\Delta_n \equiv 0$.

The asymptotic limit is degenerate under the hypothesis that there is no cure fraction ($p \equiv 0$). The test can only detect deviations of $p(x)$ from the null hypothesis larger than $n^{-1/2}$: the
assumptions on the bandwidths, $nh^3 (\log n)^{-5} \to \infty$ and $nh^5 / (\log n) = O(1)$, are, for example, satisfied if $h = n^{-1/5}$. For this choice the deviation from $H_0$ has order $n^{-1/2} h^{-1/4} = n^{-9/20}$, i.e., larger than $n^{-1/2}$.

**Remark 2.** The second test statistic $\tilde{T}_n$ from equation (3) can be regarded an empirical version of $\mathcal{T}_n$ for the special case $\pi(\cdot) = f(\cdot)$, i.e., with $\pi(x) dx = dF(x)$ replaced by the $d\hat{F}(x)$, with $\hat{F}$ denoting the empirical distribution function. Using a smoothed version of $\hat{F}$ for an intermediate step, one can show that $\mathcal{T}_n$ and $\tilde{T}_n$ are asymptotically equivalent,

$$\tilde{T}_n - \mathcal{T}_n = nh^{1/2} \int \{\hat{p}(x) - p_0(x)\}^2 d\{\hat{F}(x) - F(x)\} = o_p(1).$$

The proof of (8) is outlined in the Supplementary Material.

Applying Theorem 1 to the case $\pi(\cdot) = f(\cdot)$, it follows that $\tilde{T}_n$ is also asymptotically normally distributed under $H_0$, $\tilde{T}_n - \tilde{b}_h \to N(0, \tilde{V})$ in distribution as $n \to \infty$, with asymptotic bias $\tilde{b}_h = h^{-1/2} R(K) \int_0^1 p^2(x) \mu_{xx}(x) dx = O(h^{-1/2})$ and asymptotic variance

$$\tilde{V} = 2K^{(4)}(0) \int \{p^2(x) \mu_{xx}(x)\}^2 dx.$$

### 3. Bootstrap Procedure

Extensive simulations for a scenario similar to that in Table 1 revealed that the normal approximation given in Theorem 1 does not work well in practice: we obtained histograms of the test statistic for 2000 samples of size $n = 50$ up to size $n = 8000$, which were roughly bell-shaped for sample sizes $n = 2000$ and larger, but skewed throughout. This suggests that the normal approximation is only justified for very large samples. We therefore prefer to approximate the critical values of our test using a bootstrap procedure given below. This is in line with Härdle and Mammen (1993), who also noticed that a test based on the asymptotic result using normal quantiles cannot be recommended due to the slow convergence rate and since the approximation is only of first order. The bootstrap method has the additional advantage that mean and variance do not need to be estimated. Estimating mean and variance of the normal limit is quite difficult since both quantities involve the unknown function $\mu_{xx}(x)$. Since the bootstrap approximation gives an accurate estimation of the level of the test even for samples of size as small as $n = 50$, as can be seen from Table 1 in Section 4, we would prefer the bootstrap method in practice. The consistency of the bootstrap is stated after the description of the procedure in Theorem 2.

In what follows $pr^*$ denotes the probability with respect to the bootstrap data and conditionally on the bootstrap data.

**Step 1.** Use the data and a pilot bandwidth $h = h_0$ to calculate, for $i = 1, \ldots, n$, the nonparametric estimator $\hat{p}_{h_0}(X_i)$.

**Step 2.** Fit the parametric model $p_0$ for $p$ into the new data that were obtained in the previous step, i.e., use the $\hat{p}_{h_0}(X_i)$’s to calculate the parametric estimators $p_{h_0,b}(X_i)$, $i = 1, \ldots, n$.

**Step 3.** Write $\tilde{S}_{h_0}(\cdot | x)$ for $\tilde{S}(\cdot | x)$ with bandwidth $h = h_0$. For $b = 1, \ldots, B$ we proceed as follows. First we generate binary bootstrap data $Z_{i,b}^*$ ($i = 1, \ldots, n$) such that $pr^*(Z_{i,b}^* = 0) = p_{h_0,b}(X_i)$ for $i = 1, \ldots, n$ set $T_{i,b}^* = \infty$ or a large number if $Z_{i,b}^* = 0$; if $Z_{i,b}^* = 1$ generate

$$T_{i,b}^* \sim \frac{\tilde{S}_{h_0}(\cdot | X_i) - \hat{p}_{h_0}(X_i)}{1 - \hat{p}_{h_0}(X_i)}.$$
For $i = 1, \ldots, n$ generate $C_{i,b}^* \sim \hat{G}_{h_0} (\cdot \mid X_i)$, where
\[
\hat{G}_{h_0}(t \mid x) = 1(t \leq Y(n)) \prod_{j=1}^n \left\{ \frac{1 - \sum_{i=1}^n 1(Y_i \leq Y_j) w_{h_0}(x)}{1 - \sum_{i=1}^n 1(Y_i < Y_j) w_{h_0}(x)} \right\}^{1(Y_j \leq t; \delta_j = 0)}.
\]
The bootstrap data are $(Y_{i,b}^*, \delta_{i,b}^*, X_i) (i = 1, \ldots, n)$ with
\[
Y_{i,b}^* = \min(T_{i,b}^*, C_{i,b}^*), \quad \delta_{i,b}^* = 1(T_{i,b}^* \leq C_{i,b}^*).
\]

Use the bootstrap data and a bandwidth $h$ to calculate the nonparametric bootstrap estimator \(\hat{p}_{h_{h_{0,b}}}^*(X_i)\) for \(p(X_i)\) \((i = 1, \ldots, n)\). Analogously to step (2), use these estimates to obtain the parametric estimates \(p_{h_{h_{0,b}}} \hat{\theta}_{r,b}(X_i)\) \((i = 1, \ldots, n)\), where \(\hat{\theta}^*\) is the bootstrap version of the maximum likelihood estimator from Remark 1, equation 7, with \(\hat{p}_{h_{h_{0,b}}}^*\) in place of \(\hat{p}\). Alternatively, a bootstrap version of Patilea and Van Keilegom’s profile likelihood estimator mentioned in the same remark can be used.

**Step 4.** Order \(T_{n,1}^*, \ldots, T_{n,B}^*\), where
\[
T_{n,b}^* = nh^{1/2} \frac{1}{n} \sum_{i=1}^n \left\{ \hat{p}_{h_{h_{0,b}}}^* - p_{h_{h_{0,b}}} \hat{\theta}_{r,b}(X_i) \right\}^2, \quad b = 1 \ldots, B, \tag{9}
\]
and select the \((1 - \alpha)B\)-th order statistic as the critical value of the test.

For the following theorem, which shows the consistency of the above bootstrap procedure, we need to introduce additional assumptions.

\*(A8) The estimator \(\hat{\theta}^*\) from Step 3 is root-$n$ consistent, i.e., \(\hat{\theta}^* - \hat{\theta} = O_p(n^{-1/2})\) almost surely.

\*(A9) The derivatives \(\partial^2 / \partial x^2 H(t \mid x), \partial^2 / \partial \theta^2 H(t \mid x), \partial^2 / (\partial x \partial \theta) H(t \mid x), \partial^2 / \partial \theta^2 H_1(t \mid x)\) and \(\partial^2 / (\partial x \partial \theta) H_1(t \mid x)\) exist and are continuous in \((x, t)\).

To see that assumption (A8) is reasonable, we refer to Theorem B in Chen et al (2003), who show the root-$n$ consistency and limiting distribution of the bootstrap version \(\hat{\theta}^*\) of a general semiparametric estimator \(\hat{\theta}\). In particular, we can take \(\hat{\theta}\) equal to any of the two estimators of \(\hat{\theta}\) considered in Remark 1, provided we adapt the bootstrap procedure in Chen et al (2003) to the model based bootstrap procedure described above. A formal proof of assumption (A8) is straightforward but lengthy. We omit it for reasons of brevity.

**THEOREM 2.** Consider the bootstrap statistic \(T_n^*\) introduced in equation (9). Suppose assumptions (A1)-(A9) and (5) hold true and that the bandwidths \(h = h_n\) and \(h_0 = h_{0n}\) satisfy \(h = Cn^{-1/5}\) for some \(C > 0\), \(h_0 \to 0\), \(nh_0^5 / \log n \to \infty\) and \((nh_0^5 / \log n)(h/h_0) = O(1)\) as \(n \to \infty\). Then,
\[
\sup_t \left| \text{pr}^*(T_n^* \leq t) - \Phi \left( \frac{t - \bar{b}_h}{V} \right) \right| = o(1)
\]
almost surely, where \(\Phi\) is the distribution function of a standard normal random variable. In particular we have under \(H_0\),
\[
\sup_t \left| \text{pr}^*(T_n^* \leq t) - \text{pr}(T_n \leq t) \right| = o(1)
\]
almost surely.
The proof of this result is given in the Appendix.

Remark 3. The bandwidths \( h \) and \( h_0 \) can be chosen as \( h = c_n n^{-0.2} \) and \( h_0 = c_n n^{-0.11} \), i.e., \( h_0 = h \times n^{0.09} \), with, for example, \( c_n = 1, 1.5 \) or 2. The choice for \( h \) is motivated by the conditions stated in Theorem 1, whereas the choice of \( h_0 \) comes from Li and Datta (2001, Remark 2.1, p. 714). For practical applications we recommend selecting the bandwidth \( h \) of the nonparametric estimator \( \hat{p}(x) \) via cross-validation, which is data-driven and straightforward to apply. The cross-validation criterion can be found in, e.g., Geerdens et al. (2018, (2.6)). Their criterion has been proposed for the Beran estimator \( \hat{S}(\cdot \mid x) \), and hence it can also be applied to \( \hat{p}(x) = \hat{S}(Y_1^{n} \mid x) \). For the pilot bandwidth one can simply take \( h_0 = h \times n^{0.09} \), in accordance with Li and Datta (2001).

4. Simulations

4.1. Scenario

We now check the performance of our test procedure. We test whether the logistic model is appropriate for \( p \), and we also consider if a cure fraction \( p \) exists. For the simulations we used \( \mathbb{R} \) and the following model. Let \( X \) be a uniform random variable on the interval \([-1, 1]\) and, for a given value \( x \) of \( X \), generate a survival time \( T \) from model (1) with conditional survival function

\[
S_0(t \mid x) = \begin{cases} 
1 - 0.98 \frac{F(t \mid x)}{F(\tau \mid x)} - 0.02I(t = \tau), & 0 \leq t \leq \tau, \\
0, & t > \tau,
\end{cases}
\]

where \( F(t \mid x) = 1 - \exp\{- (t/b_x)^{a_x}\} \) \( (t \geq 0) \) is a Weibull distribution function with shape parameter \( a_x = (1 + x)^{c_T} \), \( c_T \geq 0 \), and scale parameter \( b_x = \exp\{- (1 + x)/(2a_x)\} \). Further \( \tau = F^{-1}(0.9) \), with \( F(t) = 1 - \exp\{- (t/b)^{a}\} \), \( a = E(a_X) \) and \( b = E(b_X) \), which means that \( 0 < \tau \). We truncate at \( \tau \) to make sure that condition (5) is satisfied. In addition, we generate \( C \) independently of \( X \) from an exponential distribution with mean 1.5, i.e., \( G(t \mid x) = G(t) = \exp(-2t/3) \) for \( t \geq 0 \).

4.2. Standard logistic vs. extended logistic

For our first illustration we assume a standard logistic model under the null hypothesis, i.e.,

\[
H_0 : p(x) = p_0(x) = \frac{1}{1 + \exp(\theta_0 + \theta_1 x)}, \quad x \in \mathbb{R},
\]

and study the performance of our test if in fact an extended logistic model is true, i.e., if

\[
p(x) = \frac{1}{1 + \exp(\theta_0 + \theta_1 x - \theta_2 x^2)} \neq p_0(x),
\]

for appropriate values of \( \theta_0, \theta_1 \) and \( \theta_2 \neq 0 \). Note that \( \theta_2 = 0 \) yields the standard logistic model. The proportion of censoring \( p_{\text{cens}} = \text{pr}(C < T) \) and the average cure proportion \( p_{\text{cure}} = E\{p(X)\} \) are given in Table 1 for several values of \( c_T, \theta_0, \theta_1 \) and \( \theta_2 \). Table 1 also shows the rejection proportions of the test statistic \( \hat{T}_n \) defined in (3) for each of these settings. We work with \( n = 50, 100 \) and 200, and with bandwidths \( h \) and \( h_0 \) as stated in Remark 3 above. We used the \( \mathbb{R} \) package \( np \), which provides the cross-validation bandwidth for estimating a conditional distribution. For the kernel function \( K \) we use the Epanechnikov kernel on \([-1, 1]\).
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Table 1. Proportion (%) of censoring \( p_{\text{cens}} = \text{pr}(C < T) \), proportion of cure \( p_{\text{cure}} = \mathbb{E}\{p(X)\} \) and rejection proportion of \( \hat{T}_n \) for several values of \( n, c_h, c_T, \theta_0, \theta_1 \) and \( \theta_2 \). The null hypothesis corresponds to \( \theta_2 = 0 \); the significance level is \( \alpha = 0.05 \).

Table 1 is based on 500 simulation runs, where for each sample the bootstrap critical value was obtained from 500 bootstrap samples. The nominal level is \( \alpha = 0.05 \). The table rows corresponding to \( \theta_2 = 0 \) show that under the null hypothesis that the logistic model is true the level is well respected, even for sample size \( n = 50 \). If a binomial distribution with success probability 0.05 is appropriate, the standard deviation of the simulated rejection probabilities is \( \{(0.05)(0.95)/500\}^{1/2} = 0.01 \). Table 1 also shows that the rejection proportion increases with the sample size and with the value of \( \theta_2 \), as is to be expected. The constant \( c_h \), which determines the value of the bandwidths \( h \) and \( h_0 \), does not seem to have an important impact on the rejection proportion. The data-driven cross-validation method yields very similar results, so both approaches to bandwidth selection appear to be acceptable. These findings are true for both values of \( c_T \) and for both choices of the vector \( (\theta_0, \theta_1) \) considered in Table 1. The simulated rejection probabilities have a standard deviation bounded above by 0.02.

A degenerate special case is given if \( p \equiv 0 \), which can be regarded as a standard logistic model with \( \theta_1 = 0 \) and a very large \( \theta_0 \). We therefore expect that in this case the test will have difficulties rejecting the null hypothesis of a logistic cure rate, \( p(x) = 1/\{1 + \exp(\theta_0 + \theta_1 x)\} \). This is indeed confirmed by a small simulation study: see Table 2, with \( c_T = 1 \) and cross-validation bandwidth as before, which shows power close to the nominal level \( \alpha = 0.05 \).

<table>
<thead>
<tr>
<th>( c_T )</th>
<th>( \theta_0 )</th>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
<th>( p_{\text{cens}} )</th>
<th>( p_{\text{cure}} )</th>
<th>( n = 50 )</th>
<th>( n = 100 )</th>
<th>( n = 200 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( c_h )</td>
<td>( c_h )</td>
<td>CV</td>
<td>CV</td>
<td>CV</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>28</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>35</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>56</td>
<td>42</td>
<td>19</td>
<td>20</td>
<td>20</td>
<td>19</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>66</td>
<td>54</td>
<td>59</td>
<td>65</td>
<td>65</td>
<td>64</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0</td>
<td>54</td>
<td>38</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>60</td>
<td>46</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>15</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>65</td>
<td>53</td>
<td>22</td>
<td>25</td>
<td>27</td>
<td>26</td>
<td>48</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>74</td>
<td>64</td>
<td>52</td>
<td>63</td>
<td>63</td>
<td>61</td>
<td>89</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 2. Power (%) of the test for a logistic model, when in reality there is no cure fraction (row 1) and when the true cure rate is a probit model (row 2).
4.3. Logistic vs. probit

We also carried out a small simulation study to explore what happens if we test again for a logistic model, but the probit model is more appropriate for the cure rate. We therefore generated data from a probit model

$$1 - p(x) = \Phi(\theta_0 + \theta_1 x)$$

with $\theta_0 = \theta_1 = 0.5$. The model for $T, C$ and $X$ is as in Table 1 with $c_T = 1$ and a bandwidth chosen by cross-validation. The results are in Table 2. The power figures are close to the nominal level $\alpha = 0.05$. This is, however, not surprising: the probit and the logistic model are very close to each other, except in the tails, so that large samples are necessary “for even modest sensitivity” (Chambers and Cox, 1967).

4.4. Logistic vs. mixture model

The previous scenario presents, of course, a special case. Further simulations, with models for the alternative that are clearly different from the logistic curve, yielded much better results. We generated, for example, data from a mixture of a logistic model and a polynomial of order three:

$$1 - p(x) = (1 - \alpha) \frac{\exp(\theta_0 + \theta_1 x)}{1 + \exp(\theta_0 + \theta_1 x)} + \alpha \left\{ 0.9(\theta_0 + \theta_1 x) + (\theta_0 + \theta_1 x)^2 - (\theta_0 + \theta_1 x)^3 \right\},$$

for $-1 \leq x \leq 1$, $0 \leq \alpha \leq 1$ and $\theta_0 = \theta_1 = 0.75$. Hence $0 \leq \theta_0 + \theta_1 x \leq 1.5$ for all $-1 \leq x \leq 1$. On the interval $[0, 1.5]$, the function $u \to 0.9u + u^2 - u^3$ takes values between 0 and 1 and is not monotone. We use the cross-validation bandwidth as before, and the same scenario as for Table 1, with $c_T = 1$. Table 3 shows that the power of this test increases with sample size and with the value of $\alpha$, as can be expected.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$n = 50$</th>
<th>$n = 100$</th>
<th>$n = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.25</td>
<td>5</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>0.50</td>
<td>12</td>
<td>28</td>
<td>51</td>
</tr>
<tr>
<td>0.75</td>
<td>27</td>
<td>57</td>
<td>84</td>
</tr>
<tr>
<td>1</td>
<td>46</td>
<td>78</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 3. Power (%) of the test for a logistic model, when the true cure rate is a mixture of a logistic model and a polynomial model.

4.5. Testing for a cure rate

Finally we used simulations to test whether $p \equiv 0$, i.e., whether a cure rate exists, which is an important question in applications. Although the asymptotic result shows that the limit is degenerate, so the rate of convergence is faster than the rate $nh^{1/2}$ in Theorem 1, the bootstrap is capable of detecting deviations from the null hypothesis.

We considered again the scenario from Table 1, in particular the same survival function $S_0$. Only the probability $p(\cdot)$ differs: we consider the null hypothesis, $p \equiv 0$, and alternatives $p \equiv 0.05, 0.15, 0.25$ in Table 4, as well as $p(x) = 1/[1 + \exp(\theta(1 + 0.2x))]$ in Table 5, with $\theta$ chosen such that $p(0) = 0.05, 0.15, 0.25$. Apart from the case $n = 50$, the test again respects the level $\alpha = 5\%$. It also appears to be very powerful for all alternatives and sample sizes.
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Table 4. Proportion of censoring $p_{\text{cens}}$ and rejection proportion (%) of $\hat{T}_n$, for several values of $n$, $c_h$ and $c_T$. The null hypothesis corresponds to $p = 0$, the alternatives are $p = 0.05, 0.15, 0.25$; the significance level is $\alpha = 0.05$.

Table 5. Proportion of censoring $p_{\text{cens}}$ and rejection proportion of $\hat{T}_n$ as in Table 4, now with alternatives $p(x) = 1/[1 + \exp\{\theta(1 + 0.2x)\}]$, with $\theta$ chosen such that $p(0) = 0.05, 0.15, 0.25$, which is also equal to $E\{p(X)\}$.

5. Application

As an illustration of our method we analysed data from the Medical Birth Registry of Norway (see http://folk.uio.no/borgan/abg-2008/data/data.html). The data contain information on births in Norway since 1967, related to a total of 53,558 women. We are interested in the time between the births of the first two children, and how this is affected if the first child died within one year. The covariate of interest is $age$, $X$, which is the age of the mother at the birth of the first child. The censoring indicator equals 1 if the mother had a second birth, and 0 if the observation is censored. We want to test whether the logistic model is suitable for the cure rate $p$, i.e., the fraction of women who gave birth only once.

We consider two subpopulations: the first subpopulation, case 1, is concerned with the $n = 262$ observations for which the first child has died within one year; for case 2 we consider a random subset of size $n = 300$ of the entire data set. Our main reason for working with a sample and not with the complete data set is feasibility. The subset is obtained using the random number generator in $R$. We expect that the cure rate, i.e., the probability of no second birth, is different in the two groups. This is confirmed by our analysis; see Figures 1 and 2 for case 1 and Figures 3 and 4 for case 2. For case 1, i.e., the first child did not survive the first 12 months, the logistic
model seems to be appropriate: the null hypothesis is not rejected for all values of the bandwidth $h$. For case 2, however, the logistic model is not appropriate: the $p$-value is close to zero for all values of $h$. A larger subset of the entire data set of size $n > 300$ would lead to even smaller $p$-values than the ones shown in Figure 4, and would hence lead to an even stronger rejection of the null hypothesis. For our analysis we chose $h_0 = h \times n^{0.09}$, which was motivated by the simulations. The number of bootstrap samples is 500, the time between the first and second births is expressed in years. Further comments are provided in the figure captions.
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6. CONCLUDING REMARKS

A reasonable next step would be to target models with more than one covariate, since most data sets contain information in the form of many relevant covariates. In order to avoid the curse of dimensionality, it would make sense to work with dimension-reducing techniques. For example, one could replace Xu and Peng’s estimator \( \hat{p}(X) \) by a single index model estimator \( \hat{p}(S) \) based on an estimator of the index \( S = \beta^T X \), now with \( X \) multi-dimensional containing various types of covariates, and a parameter vector \( \beta \) of matching dimension. The estimation of such a model, or any other semiparametric model for the cure rate \( p(x) \) that allows for multi-dimensional covariates, has not been studied so far in the literature. So the next step will be to tackle estimation of \( p(x) \) in such models. The implementation of the test is then straightforward using our approach with the new cure rate estimator \( \hat{p}(X) \) in place of Xu and Peng’s estimator.
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**APPENDIX**

*Proof of Theorem 1*

We only give an outline. A detailed proof can be found in the Supplementary Material. Consider the test statistic $T_n$ from equation (2), which can be written in the form

$$T_n = nh^{1/2} \int_0^1 \left[ \{\hat{p}(x) - p(x)\}^2 + \{p(x) - p_\theta(x)\}^2 + 2\{p(x) - p_\theta(x)\}\{\hat{p}(x) - p(x)\}\right]\pi(x) \, dx.$$  

We write $T_{0n}$ for the first term of $T_n$,

$$T_{0n} = nh^{1/2} \int_0^1 \{\hat{p}(x) - p(x)\}^2\pi(x) \, dx,$$

and show that $T_{0n}$ determines the distribution of the test statistic under the null hypothesis, i.e. the second and third term of $T_n$ above are asymptotically negligible.

To prove asymptotic normality, we expand $(nh)^{1/2}\{\hat{p}(x) - p(x)\}$ using results by Xu and Peng (2014) and Du and Akritas (2002), which allow us to write $T_{0n} = T_{1n} + T_{2n} + o_p(1)$, where

$$T_{1n} = \frac{h^{1/2}}{n} \int_0^1 p^2(x) \sum_{i=1}^n K_h^2(x - X_i) \zeta_i^2 \{\tau_0(x) \mid x\} \pi(x) \, dx,$$

$$T_{2n} = \frac{h^{1/2}}{n} \int_0^1 p^2(x) \sum_{i=1}^n \sum_{j \neq i} K_h(x - X_i)K_h(x - X_j) \frac{\zeta_i \{\tau_0(x) \mid x\} \zeta_j \{\tau_0(x) \mid x\} \pi(x) \, dx.}$$

The first term, $T_{1n}$, yields the bias, $T_{1n} = b_h + o_p(1)$, whereas $T_{2n}$ has a limiting normal distribution, $T_{2n} \rightarrow N(0, V)$ in distribution. The latter is derived analogously to the proof in Härdle and Mammen (1993), using a result by de Jong (1987). This yields the desired normal approximation $T_{0n} - b_h \approx N(0, V)$, with mean $b_h = O(h^{-1/2})$ tending to infinity as $n$ increases.

Under local alternatives of the form $p(x) = p_\theta(x) + n^{-1/2}h^{-1/4}\Delta_n(x)$, the second term of $T_n$ produces an additional shift,

$$nh^{1/2} \int_0^1 \{p(x) - p_\theta(x)\}^2 = \int_0^1 \Delta_n(x)^2\pi(x) \, dx + o_p(1),$$

which is not present if $\Delta_n = 0$, i.e., under the null hypothesis.
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Proof of Theorem 2

We use a decomposition and notation as in the proof of Theorem 1:

\[ T_n^* = n h^{1/2} \int_0^1 \{ \hat{p}_{hho}^*(x) - p_{hho, \hat{\theta}}(x) \}^2 \pi(x) dx \]

\[ = n h^{1/2} \int_0^1 \left\{ \{ \hat{p}_{hho}^*(x) - p_{hho, \hat{\theta}}(x) \} + \{ p_{hho, \hat{\theta}}(x) - p_{hho, \theta^*}(x) \} \right\}^2 \pi(x) dx. \]

\[ + 2 \{ \hat{p}_{hho}^*(x) - p_{hho, \hat{\theta}}(x) \} \{ p_{hho, \hat{\theta}}(x) - p_{hho, \theta^*}(x) \} \pi(x) dx. \]  \hspace{1cm} (10)

We start with the first term of (10), and in particular we want to show first why we center \( \hat{p}_{hho}^*(x) \) by means of \( p_{hho, \hat{\theta}}(x) \). We know that \( \hat{p}_{hho}^*(x) = S_{hho}^*(Y_{(n)}^1 | x) \) and that \( S_{hho}^*(Y_{(n)}^1 | x) - S_{hho}^* (Y_{(n)}^1 | x) = o_p(1) \) almost surely, where \( S_{hho}^* (\cdot | x) \) is the Beran estimator based on the bootstrap data \( (Y_{1}^*, \delta_{1}^*), \ldots, (Y_{n}^*, \delta_{n}^*) \), and where \( Y_{(n)}^* = \max_{i : \delta_i^* = 1} Y_i^* \). We also know that for given \( x \), the variable \( T^* \) is drawn from the survival function

\[ p^*(T^* > t | x) = \frac{S_{hho}(t \mid x) - \hat{p}_{hho}(x)}{1 - \hat{p}_{hho}(x)} \{1 - p_{hho, \hat{\theta}}(x) \} + p_{hho, \hat{\theta}}(x). \]

Hence, \( p^*(T^* > Y_{(n)}^1 | x) = p_{hho, \hat{\theta}}(x) \), since \( \hat{p}_{hho}(x) = \hat{S}_{hho}(Y_{(n)}^1 | x) \). This shows that \( p_{hho, \hat{\theta}}(x) \) is the correct centering term for \( \hat{p}_{hho}^*(x) \).

As our bootstrap procedure is similar to that studied by Van Keilegom and Veraverbeke (1997) in the context of nonparametric regression with right-censored data without cure fraction, it can be shown, similarly as in Theorem 4.1 in their paper, that

\[ \hat{p}_{hho}^*(x) - p_{hho, \hat{\theta}}(x) \]

\[ = p(x) \left[ \sum_{i=1}^n w_{hi}(x) \zeta_i^* \{ \tau_0(x) \mid x \} - \sum_{i=1}^n w_{hoi}(x) \zeta_i \{ \tau_0(x) \mid x \} \right] + O_{p^*}(\{(nh)^{-3/4} \log n \}^{3/4}), \]  \hspace{1cm} (11)

almost surely and uniformly in \( x \), where \( \zeta_i^*(\cdot \mid x) \) is as \( \zeta_i(\cdot \mid x) \) except that \((Y_i, \delta_i)\) is replaced by \((Y_i^*, \delta_i^*)\). Defining \( \eta_i^*(\cdot \mid x) = \zeta_i^*(\cdot \mid x) - \sum_{j=1}^n w_{hoj}(x) \zeta_j \{ \tau_0(x) \mid x \} \), the latter can be written as

\[ p(x) \sum_{i=1}^n w_{hi}(x) \eta_i^* \{ \tau_0(x) \mid x \} + O_{p^*}(\{(nh)^{-3/4} \log n \}^{3/4}). \]  \hspace{1cm} (12)

Now, we follow the arguments in the proof of Theorem 1, and write

\[ T_n^* = n h^{1/2} \int_0^1 \{ \hat{p}_{hho}(x) - p_{hho, \hat{\theta}}(x) \}^2 \pi(x) dx + o_p(1) = T_{1n}^* + T_{2n}^* + o_p(1) \]

almost surely, where

\[ T_{1n}^* = \frac{h^{1/2}}{n} \int_0^1 p^2(x) \sum_{i=1}^n \frac{K^2_i(x - X_i)}{f^2(x)} \eta_i^{*2} \{ \tau_0(x) \mid x \} \pi(x) dx, \]

\[ T_{2n}^* = \frac{h^{1/2}}{n} \int_0^1 p^2(x) \sum_{i=1}^n \sum_{j \neq i} \frac{K_h(x - X_i)K_h(x - X_j)}{f^2(x)} \eta_i^{*} \{ \tau_0(x) \mid x \} \eta_j^{*} \{ \tau_0(x) \mid x \} \pi(x) dx. \]
For $\mathcal{T}_{1n}^*$ we find that

$$E^*(\mathcal{T}_{1n}^*) = h^{-1/2} R(K) \int_0^1 \frac{p^2(x) \pi(x)}{f(x)} \mu_{xx}^*(x) \, dx,$$

where

$$\mu_{xx}^*(x) = E^* \{ \eta^*(\tau_0(x) \mid x)^2 \mid X = x \} = \text{var}^* \{ \zeta^*(\tau_0(x) \mid x)^2 \mid X = x \}
= \text{var} \{ \zeta(\tau_0(x) \mid x)^2 \mid X = x \} + o(1)$$

almost surely, using arguments similar to those in the proof of Lemma 8(b) in Van Keilegom and Veraverbeke (1997), and the latter equals $\mu_{xx}(x) + o(1)$ almost surely. Hence, $\mathcal{T}_{1n}^* = E^* (\mathcal{T}_{1n}^*) + o_{pr^*}(1) = b_h + o_{pr^*}(1)$ almost surely. Using similar arguments we obtain that

$$\text{pr}^*(\mathcal{T}_{2n}^* \leq t) - \Phi(t/V) \rightarrow 0$$

almost surely, which shows the result.

It remains to show that the second and third term of (10) are negligible. For the second term note that by assumption (A8) this term is $O_{pr^*}(n h^{1/2} n^{-1}) = o_{pr^*}(1)$. The third term can be decomposed in a similar way as in the proof of Theorem 1, which together with assumption (A8) and equations (11) and (12) shows that this term also vanishes asymptotically.
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