Effect of classifying disease states in genetic association studies for paratuberculosis
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\textbf{ABSTRACT}

Genetic association studies are a means to elucidate underlying genetic regulation of host–pathogen interaction, immune response, and the fate of infection. Diseases such as paratuberculosis in cattle lack definitive diagnostic criteria, thereby complicating the definition of infection status as an outcome for genetic association studies. A study was performed to evaluate the potential bias in estimates of effect and differences in statistical power associated with parallel test interpretation, latent probability of infection adjusted for imperfect test sensitivity and specificity, and multinomial outcomes in cohorts of cattle simulated using Monte Carlo sampling methods. Test results were simulated for microbial culture of feces for \textit{Mycobacterium avium} subsp. \textit{paratuberculosis} (MAP) and serum ELISA for anti-MAP antibody using estimates of test sensitivity and specificity. A range of disease allele frequencies and levels of association were considered. Case–control study populations were drawn from the simulated cohorts and the association between the disease allele and infection status was evaluated using logistic regression for binary outcomes and polytomous regression for multinomial outcomes. For the majority of the classification and analytical methods evaluated, estimates of effect were biased toward the null. Frequentist approaches to analysis of the latent probability of infection and multinomial classifications based upon results of culture of feces for MAP demonstrated the smallest degree of bias. Power to detect associations was generally low for all models, but improved with larger effects and higher allele frequencies. Imperfect specificity of serum ELISA was a major factor in the degree of bias observed and statistical power. The results of this study indicate that the method of classifying infection status must be considered carefully in genetic association studies for paratuberculosis and other diseases with similar challenges in defining infection status, and study designs should be modified to accommodate relative advantages and disadvantages of available methods.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid increase in availability of genomic data and development of high-throughput technologies to iden-
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One of the emerging challenges addressed herein is the definition of phenotypes for diseases that may have multiple clinical manifestations or lack definitive diagnostic criteria. The method of phenotypic classification and subsequent analyses may have profound effects on type I and type II error rate, magnitude of effect estimates relative to the true association, and optimal study design.

Paratuberculosis is a chronic inflammatory bowel disease of ruminants caused by infection with Mycobacterium avium subsp. paratuberculosis (MAP). The disease is most prevalent in dairy cattle and estimates of economic losses attributed to paratuberculosis in U.S. dairy herds due to decreased milk production, diagnostic tests and control programs, and reduced value of culled animals due to weight loss during advanced clinical stages range from $200 million to $1.5 billion annually (Stabel, 1998; Ott et al., 1999). Animals are typically infected early in life, but clinical manifestations of disease are often delayed by several years (Larsen et al., 1975; Nielsen and Erbsoll, 2006). Additionally, diagnostic tests are insensitive and often fail to detect infected animals early in the course of disease. Currently, effective treatments and vaccines are unavailable. Therefore, control of this disease is limited to intensive control via surveillance using available tests, culling of infected animals, herd management protocols designed to reduce opportunities for young-stock to be exposed to feces, colostrum, or milk containing MAP, and the implementation of biosecurity protocols designed to reduce the probability of transmission within infected herds as well as movement of infected animals between herds.

Evidence exists that genetic variation in cattle is associated with differential susceptibility to paratuberculosis, with heritability estimates ranging from 6% to 15% in Holsteins (Koets et al., 2000; Mortensen et al., 2004; Gonda et al., 2006). To date, several studies have focused on genetic markers associated with differential susceptibility to paratuberculosis, with heritability estimates ranging from 6% to 15% in Holsteins (Koets et al., 2000; Mortensen et al., 2004; Gonda et al., 2006). To date, several studies have focused on examining specific genetic polymorphisms in candidate genes including caspase recruitment domain 15 (CARD15) (Pinedo et al., 2009), interferon-gamma (IFNγ) (Reddcliff et al., 2005), and Toll-like receptors 2 and 4 (TLR) (Mucha et al., 2009). Likewise, a genome wide association analysis has also emerged using the Illumina Bovine SNP50 assay (Settles et al., 2009). Nevertheless, results to date are inconsistent and putative disease associations have not been fully established. Potential causes for inconsistency of disease associations include differences and inaccuracy in defining the disease phenotype, differences in the genotypic distributions among sample populations, potential genotyping errors, and general approaches to data analysis.

There are several potential methods for using diagnostic test data to define paratuberculosis disease phenotypes. Tests may be interpreted in parallel where a positive result from any test is sufficient to classify the subject as infected whereas a negative test is required for all tests to classify the subject as uninfected. This is a common strategy for improving the cumulative diagnostic sensitivity of the testing strategy, although decreases in cumulative diagnostic specificity will be encountered. Alternatively, test results may be classified using a latent variable to describe the probability of the disease given the diagnostic test outcomes. This parameter is estimated using the prevalence of infected animals in the population and estimates of sensitivity and specificity for the tests. This approach has advantages in that the imperfect sensitivity and specificity of available tests is explicitly considered in deriving the latent variable estimate. However, this variable is susceptible to inaccuracies in available estimates of sensitivity and specificity, and assumptions of conditional independence must be evaluated (Gardner et al., 2000). Analysis of latent parameters can be performed using frequentist approaches that utilize point estimates for sensitivity, specificity, and prevalence or Bayesian frameworks where these factors are defined as prior distributions and parameter estimates are derived from iterative sampling procedures. Finally, diagnostic test results may be used to generate a multinomial outcome. For example, all possible combinations of test results could be used to generate a multinomial outcome or correlated binary and continuous test outcomes may be simultaneously modeled to generate summary estimates of effect (Liu et al., 2009). The primary objective of this study was to examine the differences in the distribution of estimates of the effect of genetic exposure on the disease phenotype relative to the true value for these effects as well as the statistical power to detect associations observed using parallel test interpretation, latent disease classification, and multinomial terms in a simulated genetic association study for paratuberculosis in cattle.

2. Materials and methods

2.1. Simulation of case–control datasets

A simulation study was conducted to evaluate the differences in the observed estimates of the association parameter between a genetic exposure and the disease phenotype and its statistical power using different methods of identifying diseased subjects over a range of scenarios using available software (@Risk 5.1, Palisade Corp., Ithaca, NY). For each scenario, we simulated $R=100$ case–control datasets. For each dataset, we considered a cohort of $N$ subjects, and defined their genetic exposure variable $G$ by simulating a binomial random variable with $n=2$ and success probability $p$ (i.e., $\sim Bin(2,p)$) where $p$ represented the frequency of the disease allele in the population. Possible genotypes included subjects that were homozygous ($G=2$) or heterozygous ($G=1$) for the disease allele and subjects that lacked the disease allele ($G=0$). Values of $p$ evaluated included 0.05, 0.1 and 0.2. The number of subjects ($N$) was adjusted by scenario to produce a population with at least 500 subjects eligible for selection as cases. True disease status ($Y$) was simulated for each subject using a Bernoulli distribution with success probability defined using a logistic function

$$ P(Y = 1|G) = \frac{e^{\beta_0 + \beta_1 G}}{1 + e^{\beta_0 + \beta_1 G}} $$

where $Y$ represents the true infection status (0 for uninfected and 1 for infected) and $G$ represents the observed genotype. Here, $\beta_0$ is the intercept parameter and $\beta_1$ represents the log-odds ratio parameter for the effect of $G$ on disease penetrance.

The infection status ($Y$) was determined by establishing 3 potential values for $\beta_1$ corresponding to odds ratios...
(OR, defined as $e^\beta_0$) of 1.2, 1.5, and 2. The value of $\beta_0$ was controlled such that the prevalence of infected cattle was fixed at 5% for all possible values of $\beta_1$ given the respective genotypic distributions which is consistent with previously reported prevalence estimates for paratuberculosis in dairy cattle (Collins et al., 1994; NAHMS, 1997; van Schaik et al., 2003). Importantly, we assumed that all animals were uniformly exposed to MAP to remove variability attributed to exposure distribution as a confounding factor. The disease phenotypes for the simulated subjects were based on bacterial culture of feces for MAP and serum antibody measured by ELISA. The probability of having a positive test result was defined by

$$P(\text{Test } + | Y = 1) \sim \text{Bin}(1, \text{Se})$$  \hspace{1cm} (2)

or

$$P(\text{Test } + | Y = 0) \sim \text{Bin}(1, (1 - \text{Sp}))$$  \hspace{1cm} (3)

where Se and Sp were the sensitivity and specificity of the individual tests, respectively. Point estimates and 95% confidence intervals for sensitivity and specificity were obtained from a review of available literature regarding tests for paratuberculosis in cattle, and specifically, for identification of cattle infected with MAP (Eamens et al., 2000; Dargatz et al., 2001; Collins et al., 2005; McKenna et al., 2005; Nielsen and Toft, 2008). The respective sensitivities and specificities as well as their distributions were defined as follows:

$$\text{Se}_{\text{ELISA}} = 0.15 \text{ (95\% interval 0.09, 0.22)}, \sim \text{Beta}(19.4, 109);$$

$$\text{Sp}_{\text{ELISA}} = 0.97 \text{ (95\% interval 0.94, 0.99)}, \sim \text{Beta}(162, 5);$$

$$\text{Se}_{\text{culture}} = 0.25 \text{ (95\% interval 0.16, 0.38)}, \sim \text{Beta}(17, 48);$$

and

$$\text{Sp}_{\text{culture}} = 1.$$

The effect of passive shedding of MAP by uninfected animals was not considered and therefore culture of feces for MAP was assumed to have perfect specificity. Importantly, development of the sampling frame for the case–control study population was performed using fixed values of sensitivity and specificity for each test. The distributions around these point estimates were only used in subsequent Bayesian analyses.

2.2. Classification of infection status

Based on simulated diagnostic test data, 3 potential classifications of infection status were considered. First, parallel test interpretation was used to define a dichotomous variable for infection status (Y_parallel) where a subject was eligible for consideration as a case if either test result (culture or ELISA) was positive and a control if both tests were negative. The second classification scheme used a latent variable for the probability of infection adjusting for imperfect sensitivity and specificity. This latent variable (Y_latent) was defined as

$$P(\text{Y}_{\text{latent}} = 1 | \text{culture} = 1, \text{ELISA} = 1) = P(\text{Y}_{\text{latent}} = 1 | \text{culture} = 1, \text{ELISA} = 0) = 1;$$  \hspace{1cm} (4)

or

$$P(Y_{\text{latent}} = 1 | \text{culture} = 0, \text{ELISA} = 1)$$

$$= \frac{\text{Se}_{\text{ELISA}} \ast \text{Prev}}{\text{Se}_{\text{ELISA}} \ast \text{Prev} + (1 - \text{Sp}_{\text{ELISA}})(1 - \text{Prev})};$$  \hspace{1cm} (5)

or

$$P(Y_{\text{latent}} = 1 | \text{culture} = 0, \text{ELISA} = 0)$$

$$= 1 - \frac{\text{Sp}_{\text{cumulative}} \ast (1 - \text{Prev})}{\text{Sp}_{\text{cumulative}} \ast (1 - \text{Prev}) + (1 - \text{Sp}_{\text{cumulative}}) \ast \text{Prev}};$$  \hspace{1cm} (6)

where the cumulative sensitivity and specificity were defined by

$$\text{Sp}_{\text{cumulative}} = \text{Sp}_{\text{ELISA}} \ast \text{Sp}_{\text{culture}};$$  \hspace{1cm} (7)

and

$$\text{Sp}_{\text{cumulative}} = 1 - (1 - \text{Se}_{\text{ELISA}})(1 - \text{Se}_{\text{culture}}) - \text{Cov}^{+};$$  \hspace{1cm} (8)

and Cov+ was the test-positive covariance parameter included to account for the dependence between positive serum ELISA and bacterial culture of feces results. The positive test covariance parameter was estimated to be 0.065 (95% interval 0.043, 0.092; $\sim \text{Beta}(25.8, 371)$) as previously reported (Scott et al., 2007). Covariance of negative test results to adjust cumulative specificity estimates was assumed to be insignificant (Scott et al., 2007).

The final approach utilized to characterize infection status based on diagnostic test results was a categorical variable with a multinomial distribution. Subjects that were negative on both serum ELISA and culture of feces for MAP were assigned to the referent category (0). Subjects with MAP isolated from feces, but negative serum ELISA results were assigned to category 1. Subjects with positive serum ELISA, but negative fecal culture results were assigned to category 2. Subjects that were positive on both tests were assigned to category 3.

Each simulation was performed using Monte Carlo sampling with a new random seed used for each simulation. The iterations of each simulation were used as a sampling frame for a case–control study design. For all simulations, 500 cases were selected based on the described criteria. An equal number of controls were randomly selected from remaining subjects. The number of cases and controls included in this study were based on estimation of the minimum sample size necessary to detect an association with an OR of 1.2 for a disease allele frequency of 0.1 with 95% confidence and 80% statistical power. Each simulation and subsequent analyses were repeated 100 times for all possible combinations of $p$ and $\beta_1$.

2.3. Estimating effect of disease allele on infection status

The association between genotype for the proposed disease allele and disease status was estimated using generalized linear models with a logit link function and binomial distribution (Eq. (9)) for parallel and frequentist latent classifications with available software (Stata 10 MP, Stata Corp., College Station, TX)

$$\text{logit}(\pi_i) = \frac{\pi_i}{1 - \pi_i} = p_0 + \beta_1 G + \epsilon, \quad \pi_i \sim \text{Bin}(n_i, \pi_i)$$  \hspace{1cm} (9)
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For simulations using parallel test interpretation, cases were defined as subjects with at least 1 positive test result (culture of feces for MAP or ELISA). For simulations using frequentist latent test interpretations, cases were defined as subjects with a latent probability of infection 0.5.

Bayesian analysis of the latent probability of infection was performed in the statistical software R using a logit link function and binomially distributed error term for misclassification of the disease status. Parameter estimates were derived from Markov chain Monte Carlo (MCMC) sampling technique along with a Metropolis-Hastings algorithm. The number of iterations necessary to achieve convergence (5000) was set as the burn-in and an additional 15,000 iterations were used to derive posterior estimates of effect.

The multinomial outcome was analyzed using polytomous logistic regression (Eq. (10)) with available software (Stata 10 MP)

$$\logit(\pi_i) = \log \frac{\pi_i}{\pi_0} = \beta_1 + \beta_2 G + \epsilon, \quad Y_i \sim Bin(n_i, \pi_i) \quad (10)$$

For multinomial outcomes, estimates of effect ($\hat{\beta}_1$) were derived for each category referent to the baseline category (i.e., negative results for both tests). All subjects in categories 1, 2, or 3 were eligible for selection as cases.

Summary parameters were calculated from obtained $\hat{\beta}_1$ including mean $\hat{\beta}_1$, mean width of the 95% confidence interval surrounding $\hat{\beta}_1$, and the proportion of 95% confidence intervals that contained the true value of $\beta_1$ used to develop the respective groups of simulations. Summary parameters were compared between methods for classification of disease status and among the simulated values of $p$ used to describe the genotypic distributions. The statistical power associated with each classification method was estimated by determining the proportion of simulations for which the Z-score (Eq. (11)) was $>1.96$ corresponding to a 95% confidence level ($\alpha = 0.05$)

$$Z = \frac{\hat{\beta}_1}{SE} \quad (11)$$

where SE is the standard error for the parameter estimate.

2.4. Sensitivity analysis

Additional scenarios were evaluated to assess the sensitivity of the effect estimates and power calculations on the assumptions regarding diagnostic test sensitivity and specificity. Simulations were performed as described above for 3 additional scenarios: (1) assuming sensitivity of fecal culture and serum ELISA remained fixed, but specificity of serum ELISA increased from 97% to 100%; (2) assuming test characteristics for fecal culture remained the same, but sensitivity of serum ELISA increased from 15% to 25% with a specificity of 97%; and (3) assuming test characteristics for fecal culture remained the same, but sensitivity of serum ELISA increased to 25% and specificity of the serum ELISA increased to 100%. In Bayesian analyses, the distribution of the more sensitive ELISA was assumed to be the same as the distribution for culture of feces for MAP ($\sim Beta(17, 48)$). For these scenarios, $p$ and $e^{\beta_1}$ were fixed at 0.1 and 1.5, respectively, as preliminary data (not shown) illustrated that observed changes in effect estimates and power were consistent across tested ranges of $p$ and $e^{\beta_1}$. Results were summarized in tables and graphs to examine the effect of changes in sensitivity and specificity on mean $\hat{\beta}_1$, mean 95% confidence interval width, proportion of 95% confidence intervals that contained the true value of $\beta_1$, and calculated statistical power with all methods of classifying disease phenotype and analysis.

3. Results

The cohort size ($N$) necessary to achieve the proposed number of cases varied among scenarios. Specifically, latent classification methods typically required approximately 3.5 times the number of subjects to provide 500 subjects eligible for selection as cases compared to parallel and multinomial classification methods. The exception was scenarios where serum ELISA specificity increased to 100%, where $N$ was 1.2 and 1.5 times greater in latent models associated with ELISA sensitivities of 15% and 25%, respectively.

Differences were observed between $\hat{\beta}_1$ for all methods of classification of infection status and analysis (Table 1). For the majority of scenarios and infection status classification approaches evaluated, the mean of $\hat{\beta}_1$ was biased toward the null (Table 1). The exception was Bayesian latent analyses which demonstrated substantial bias away from the null in all scenarios. Frequentist latent classifications and the Culture Only and Culture and ELISA classifications of multinomial models consistently had the smallest differences between the mean estimate of $\beta_1$ and its true value. The Bayesian latent method consistently had the largest difference between the mean estimate of $\beta_1$ and its true value. The magnitude of the bias was not impacted by the disease allele frequency over the range of values evaluated in parallel, frequentist latent, and multinomial models, but did increase as allele frequency increased in Bayesian latent models. The extent of bias decreased substantially in parallel, frequentist latent, and multinomial models for scenarios in which the specificity of the serum ELISA was increased to 100% (Fig. 1), and changes in sensitivity did not result in substantial changes in the magnitude of observed bias for these models. Bayesian latent models showed increases in bias with increased specificity, with modest increases in bias as sensitivity increased.

The proportion of 95% confidence intervals for parameter estimates that contained the true value was generally high (Table 2) and all Bayesian models contained the true value of $e^{\beta_1}$ within 95% credible intervals. However, increases in frequency of the disease allele were associated with a decrease in this proportion for other models. These findings are consistent with observed changes in width of the 95% confidence interval which showed a trend toward narrower intervals as allele frequency and magnitude of effect increased (Table 3). Increasing the serum ELISA specificity to 100% was associated with decreases in width of the 95% confidence interval for all models except for the ELISA Only classification of the multinomial model. However, increases in specificity resulted in larger proportions of 95% confidence intervals containing the true value of $e^{\beta_1}$ despite observed reduction in the mean interval width due to the concomitant decreases in observed bias in $\beta_1$. 
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Table 1
Mean distance between effect estimate and the true value of $\beta_1$ (calculated as true-estimate) in the log-odds scale for parallel, latent, Bayesian, and multinomial models over a range of values for magnitude of the true value of $e^{\beta_1}$ (OR), disease allele frequency ($p$), and sensitivity ($Se$) and specificity ($Sp$) of serum ELISA in simulated genetic association studies.

<table>
<thead>
<tr>
<th>OR</th>
<th>$p$</th>
<th>ELISAe</th>
<th>ELISAp</th>
<th>Parallel</th>
<th>Latent Frequentist</th>
<th>Bayesian</th>
<th>Multinomial Culture only</th>
<th>ELISA only</th>
<th>Culture and ELISA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>86%</td>
<td>0.139</td>
<td>-0.012</td>
<td>-0.215</td>
<td>0.039</td>
<td>0.184</td>
</tr>
<tr>
<td>1.2</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>88%</td>
<td>0.082</td>
<td>0.039</td>
<td>-0.133</td>
<td>0.002</td>
<td>0.118</td>
</tr>
<tr>
<td>1.2</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>76%</td>
<td>0.137</td>
<td>-0.007</td>
<td>-0.192</td>
<td>0.037</td>
<td>0.176</td>
</tr>
<tr>
<td>1.5</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>84%</td>
<td>0.221</td>
<td>0.055</td>
<td>-0.397</td>
<td>0.059</td>
<td>0.319</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>82%</td>
<td>0.223</td>
<td>0.018</td>
<td>-0.371</td>
<td>0.017</td>
<td>0.310</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>15%</td>
<td>100%</td>
<td>78%</td>
<td>0.035</td>
<td>0.024</td>
<td>-0.822</td>
<td>0.034</td>
<td>0.053</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>25%</td>
<td>97%</td>
<td>82%</td>
<td>0.213</td>
<td>0.038</td>
<td>-0.444</td>
<td>0.013</td>
<td>0.294</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>25%</td>
<td>100%</td>
<td>78%</td>
<td>-0.027</td>
<td>-0.012</td>
<td>-0.944</td>
<td>0.005</td>
<td>-0.050</td>
</tr>
<tr>
<td>1.5</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>86%</td>
<td>0.281</td>
<td>0.043</td>
<td>-0.426</td>
<td>0.041</td>
<td>0.376</td>
</tr>
<tr>
<td>2.0</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>84%</td>
<td>0.411</td>
<td>0.008</td>
<td>-0.340</td>
<td>0.052</td>
<td>0.589</td>
</tr>
<tr>
<td>2.0</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>82%</td>
<td>0.414</td>
<td>0.078</td>
<td>-0.611</td>
<td>0.025</td>
<td>0.585</td>
</tr>
<tr>
<td>2.0</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>6%</td>
<td>0.408</td>
<td>0.060</td>
<td>-0.571</td>
<td>0.017</td>
<td>0.572</td>
</tr>
</tbody>
</table>

Fig. 1. Boxplot demonstrating the effect of imperfect specificity ($Sp$) of the serum ELISA on extent of bias in observed effect estimates relative to the true value of $e^{\beta_1}$ (dashed line) by method employed for classifying infection status and analysis. Line within boxplot represents median effect estimate derived from 100 simulated case–control genetic association studies. Left and right boundaries of boxes represent 25th and 75th percentiles and whiskers represent minimum and maximum values within 1.5 times the interquartile range. Allele frequency was fixed at 0.1.

Table 2
Proportion of 95% confidence intervals (credible intervals for Bayesian methods) containing the true value for parallel, latent, Bayesian, and multinomial models over a range of values for magnitude of the true value of $e^{\beta_1}$ (OR), disease allele frequency ($p$), and sensitivity ($Se$) and specificity ($Sp$) of serum ELISA in simulated genetic association studies.

<table>
<thead>
<tr>
<th>OR</th>
<th>$p$</th>
<th>ELISAe</th>
<th>ELISAp</th>
<th>Parallel</th>
<th>Latent Frequentist</th>
<th>Bayesian</th>
<th>Multinomial Culture only</th>
<th>ELISA only</th>
<th>Culture and ELISA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>86%</td>
<td>98%</td>
<td>100%</td>
<td>96%</td>
<td>82%</td>
<td>94%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>88%</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>86%</td>
<td>96%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>76%</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>72%</td>
<td>92%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>84%</td>
<td>96%</td>
<td>100%</td>
<td>100%</td>
<td>72%</td>
<td>96%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>68%</td>
<td>92%</td>
<td>100%</td>
<td>100%</td>
<td>92%</td>
<td>96%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>15%</td>
<td>100%</td>
<td>96%</td>
<td>98%</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>94%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>25%</td>
<td>97%</td>
<td>68%</td>
<td>96%</td>
<td>100%</td>
<td>100%</td>
<td>50%</td>
<td>98%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>25%</td>
<td>100%</td>
<td>96%</td>
<td>84%</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>90%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>28%</td>
<td>90%</td>
<td>100%</td>
<td>100%</td>
<td>16%</td>
<td>100%</td>
</tr>
<tr>
<td>2.0</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>42%</td>
<td>96%</td>
<td>100%</td>
<td>100%</td>
<td>18%</td>
<td>98%</td>
</tr>
<tr>
<td>2.0</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>22%</td>
<td>96%</td>
<td>100%</td>
<td>100%</td>
<td>10%</td>
<td>98%</td>
</tr>
<tr>
<td>2.0</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>6%</td>
<td>94%</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
<td>98%</td>
</tr>
</tbody>
</table>
Increases in sensitivity of the serum ELISA did not substantially alter the proportion of 95% confidence intervals containing the true value or the width of these intervals.

The power to detect a significant effect of genotype on infection status at the 95% confidence level also varied among the scenarios tested (Table 4). Increases in statistical power were typically observed with increases in disease allele frequency and magnitude of effect. In addition, increasing specificity of the serum ELISA to 100% dramatically increased statistical power. For frequentist latent classifications, the observed increase in power associated with increases in serum ELISA specificity were comparatively modest, but improved nonetheless. Similarly, increases in power associated with increasing the sensitivity of the serum ELISA from 15% to 25% were generally modest for all models evaluated. The exception was a decrease in power for the Culture Only group in the multinomial model which suffered a small decrease in power with increasing sensitivity. Overall, the majority of the classifications evaluated failed to achieve the threshold of 80% power routinely used in sample size estimation, including sample size calculations employed here. The only scenarios where this threshold were met in the present study were parallel interpretations when specificity was set to 100%, frequentist latent analysis when the effect was consistent with an OR of 2, frequentist latent analysis with an OR of 1.5 if tests included an ELISA with improved sensitivity or specificity, and the Culture Only classification within the multinomial model with an OR of 2 and allele frequency ≥ 0.1.

### 4. Discussion

Several studies have been performed evaluating the associations between selected candidate genes and susceptibility to paratuberculosis in cattle. Significant associations have been reported for a SNP in CARD15 (Pinedo et al., 2009) and polymorphisms in TLR1, 2, and 4 (Mucha et al., 2009). Methods for classification of phenotype vary between these studies including parallel interpretation of diagnostic test results (Pinedo et al., 2009) and presence of characteristic clinical signs without diagnostic confirmation (Mucha et al., 2009). The results of this study help to identify the potential effects of different approaches to classifying disease phenotype based on diagnostic test data on statistical power to detect an association and biases in effect estimates.

The methods employed to classify infection status and to analyze obtained results may vary substantially between studies due to differences in disease expression of interest and preferences regarding statistical methodology. In this study, we focused on paratuberculosis infection as the outcome and employed a variety of statistical approaches to our analyses. For diseases like paratuberculosis that demonstrate prolonged latent stages of infection and varied clinical manifestations of disease, some researchers may choose to focus on other aspects of disease such as fecal shedding of MAP or age at onset of clinical disease. Alternative disease outcomes will require a different set of assumptions in model development, particularly with regard to the sensitivity and specificity of diagnostic tests and prevalence of the condition within the population. The effects of changes in sensitivity and particularly specificity on extent of bias in effect estimates, proportion of 95% confidence intervals containing the true value of \( \beta_1 \), and statistical power observed in this study demonstrate the importance of these assumptions. In addition, assumptions must also be made with respect to defining these terms. The frequentist latent classification scheme in this study utilized fixed estimates for sensitivity and specificity whereas the Bayesian approaches defined distributions around these estimates, thus allowing these values to vary during the iterative sampling procedures. The results obtained from frequentist latent and Bayesian classification methods varied substantially in all outcomes assessed here, with frequentist latent classifications performing better than Bayesian estimation with respect to the extent of bias in effect estimates and statistical power. This is likely due to the fact that the same point estimates for \( Se \) and \( Sp \) were used in generation of the sampling frame and subsequent analysis. The bias observed in the Bayesian latent models was the greatest among all methods evaluated. The source of this bias is in the specification of the likelihood function in the Bayesian framework. Analysis of the effect of the disease allele on disease status using the entire cohort (population) yielded unbiased esti-


Table 4

Estimated power to detect an association between presence of a disease allele and infection status for parallel, latent, Bayesian, and multinomial models over a range of values for magnitude of the true value of $e^{\beta_1}$ (OR), disease allele frequency ($p$), and sensitivity (Se) and specificity (Sp) of serum ELISA in simulated genetic association studies. Power was estimated as the proportion of simulations for which the effect estimate was significant at the 95% confidence level.

<table>
<thead>
<tr>
<th>OR</th>
<th>$p$</th>
<th>ELISA$\text{Se}$</th>
<th>ELISA$\text{Sp}$</th>
<th>Parallel</th>
<th>Latent</th>
<th>Multinomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>0%</td>
<td>12%</td>
<td>2%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>8%</td>
<td>18%</td>
<td>0%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>2%</td>
<td>42%</td>
<td>4%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>8%</td>
<td>46%</td>
<td>2%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>20%</td>
<td>76%</td>
<td>4%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>15%</td>
<td>100%</td>
<td>82%</td>
<td>84%</td>
<td>52%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>25%</td>
<td>97%</td>
<td>26%</td>
<td>80%</td>
<td>16%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10</td>
<td>25%</td>
<td>100%</td>
<td>86%</td>
<td>90%</td>
<td>70%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>22%</td>
<td>92%</td>
<td>30%</td>
</tr>
<tr>
<td>2.0</td>
<td>0.05</td>
<td>15%</td>
<td>97%</td>
<td>24%</td>
<td>98%</td>
<td>6%</td>
</tr>
<tr>
<td>2.0</td>
<td>0.10</td>
<td>15%</td>
<td>97%</td>
<td>46%</td>
<td>100%</td>
<td>36%</td>
</tr>
<tr>
<td>2.0</td>
<td>0.20</td>
<td>15%</td>
<td>97%</td>
<td>74%</td>
<td>100%</td>
<td>66%</td>
</tr>
</tbody>
</table>

The effect of imperfect specificity is particularly important for diseases with low prevalence, estimated to be 5% in the present study, because of the large number of uninfected subjects that are susceptible to false-positive test results with the imperfect test. In fact, under the assumptions of sensitivity within this study, the proportion of subjects classified as cases that are infected is less than the proportion of subjects classified as cases that are uninfected. An important factor affecting the specificity of serum ELISA for paratuberculosis is potential exposure to non-MAP Mycobacterium spp. in the environment which may demonstrate substantial variability under differing management conditions and in different geographical regions (Osterstock et al., 2007; Roussel et al., 2007). Therefore, researchers designing genetic association studies for paratuberculosis should pay particular attention to the potential for regional or local variation in specificity of serum ELISA for paratuberculosis, and for the effects of imperfect specificity on study design, statistical power, and potential bias in estimates of effect.

The effects of imperfect specificity on the extent of bias in effect estimates is also demonstrated in the differences among groups within the multinomial classification methods. The Culture Only and Culture and ELISA groups both demonstrated smaller differences from the true value than the ELISA Only category. This can be directly attributed to the fact that misclassification of uninfected subjects as cases would not have occurred within these groups due to the assumptions regarding specificity of culture of feces for MAP. However, it should also be noted that in the multinomial model, bias should be aggregated over all classifications due to the fact that 3 parameters, one for each category, are used to estimate the same quantity ($\beta_1$).

Differences in specificity also account for the observed differences in bias of effect estimates between frequentist and Bayesian latent classifications. The frequentist approach dichotomized outcomes using a threshold of 0.5 for the latent probability of infection. Given the sensitivity and specificity assumptions for serum ELISA and culture of feces for MAP, the only subjects that would have been eligible for consideration as cases under the frequentist classification scheme would have been those with a pos-
itive culture result. Therefore, misclassification of cases would not have occurred under the latent scheme whereas sampling in the Bayesian method could have resulted in misclassification of cases in the absence of a similarly applied threshold.

Some seemingly paradoxical changes were observed for some of the classification methods under differing scenarios. For example, increasing specificity decreased the width of 95% confidence intervals with the exception of the ELISA Only group in the multinomial models and increases in sensitivity improved power to detect an association except for the Culture Only group in the multinomial model. In the multinomial model, it is important to recognize that changes in test accuracy alter the distribution of cases within the 3 groups representing subjects with 1 or more positive test results. By increasing serum ELISA specificity to 100%, thereby eliminating cases sampled from uninfected subjects with false-positive serum ELISA results, the proportion of cases within the Culture Only group increases due to the higher sensitivity of bacterial culture of feces for MAP relative to serum ELISA. Therefore, the reciprocally smaller number of cases within the ELISA only group results in an increase in standard error and subsequently, an increase in width of the 95% confidence interval with increases in specificity. Similarly, the relative contribution of the Culture Only group to all cases in the multinomial model decreases when sensitivity of the ELISA increases, therefore negatively impacting statistical power.

Several important elements of genetic association studies were not addressed in the present study. The impact (or effect) of carrying 2 copies of the disease allele was assumed to yield a higher probability of disease equal to twice the magnitude of effect associated with carriage of a single allele consistent with an additive model of inheritance. Alternative modes of inheritance (e.g. dominant or recessive) were not examined. The additive mode was selected because well defined genetic associations and corresponding modes of inheritance are largely absent for bovine paratuberculosis, with additive modes evaluated within similar recent analyses reporting tentative genetic associations with paratuberculosis (Pinedo et al., 2009; Settles et al., 2009). It is likely that variation within several different bovine genes is associated with differential susceptibility to paratuberculosis and that the precise mode of inheritance may vary among them (Pinedo et al., 2009; Settles et al., 2009). Further study under alternative modes of inheritance is warranted to enable broader inference on the effects of method for classifying infection status on properties of statistical tests used to evaluate potential associations. In addition, disease penetrance associated with the disease allele was assumed to be 1 and the consequences of incomplete or partial penetrance were not evaluated. However, incomplete penetrance would be expected to yield results similar to those for scenarios in which a smaller OR was used to describe the magnitude of association between the disease allele and infection status for a given allele frequency.

The potential difference in genetic regulation of disease resistance associated with specific disease alleles and traits or diagnostic tests used to classify infection status was not evaluated in this study. For instance, genetic polymorphisms associated with cell-mediated immunity may be expected to have less influence on the variability in serum ELISA status than shedding of MAP in feces, and thus fecal culture outcomes and/or the results of cell-mediated immunity assays such as the interferon-gamma assay. This would be an important consideration for studies targeting polymorphisms in genes with known functions relative to MAP infection or immune response. The application of multinomial outcomes in these studies may be more appropriate to discriminate the associations for each type of test.

The results of this study provide important insights into the design of genetic association studies, including the number of subjects that need to be sampled to identify a suitable number of cases. Several approaches for defining the sampling frame could have been used to perform the simulations in this study. We elected to define a fixed number of cases and controls for all disease classification approaches derived on the basis of that specific classification method. Alternatively, the size of the sampling frame from which the cases and controls were derived could have been fixed. In the present study, the frequentist latent and Bayesian classification schemes required substantially more subjects within the sampling frame to achieve the targeted number of cases. This is due in large part to the impact of correction for imperfect test specificity in a population with low disease prevalence. For parallel and multinomial classifications, a substantial number of uninfected subjects with false-positive serum ELISA tests were eligible for inclusion as cases. Thus, the relative benefits of improved power and reduced bias that may be achieved with frequentist latent models by reducing the potential influence of cases derived from false-positive test results must be considered in light of the sampling inefficiency introduced by using latent classification methods. Selection of controls could also be altered to improve some of the statistical properties of the tests evaluated here. We elected to use 1-to-1 matching of cases-to-controls. A reasonable alternative would have been to select multiple controls per case which could be utilized as a means to improve statistical power.

5. Conclusion

In conclusion, the results of this study demonstrate some of the differences in observed estimates of effect and statistical power associated with different methods for classifying infection status for diseases that lack definitive diagnostic criteria, particularly in subclinical stages, such as paratuberculosis. This information is important for the design and interpretation of genetic association studies as it helps to guide sample size estimation and identify potential biases that may exist in association parameters. For instance, for a fixed or small sampling frame, frequentist latent classification of infection status may not be suitable because of the limited power observed when serum ELISA sensitivity was assumed to be low, despite the expectation that the estimates of effect would more closely approximate true values. Additional studies using known diagnostic test results for sample populations and observed allele frequencies would be beneficial to further
characterize the statistical properties of models based on these and other approaches to phenotypic classification.
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